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ABSTRACT - Analysis of Human Behaviour has attracted many research attention in 

Computer Vision. Various applications of Computer Vision such as, education, health 

care, human-computer interactions and video understanding. Though many research 

work in this domain, the problems and challenges have remained unsolved. Some of the 

challenges are Occlusion, Eye Movement Metrics, Interclass variation, etc., In the part 

of large group, our project aims to extract behavioural information from the input 

videos or live streams which contains input as Crowd Environment. This method is 

applied in Classroom Environment to enhance the teaching quality by analysing the 

student activity. Many studies have focused on the physical activity of a student such as 

hand raising gestures and sleeping activity by Pose Estimation and Person Detection. 

So, we are proposing Oculus Behaviour to improve and enhance the accuracy of the 

existing system. Therefore, this project proposes a Behavioural Analytical Model for 

Crowd Attentiveness based on Skeleton Pose Estimation, Person Detection and Oculus 

Behaviour. 

Keywords- skeleton pose estimation; crowd behaviour; person detection; eye tracking; 

deep learning; CNN. 

 

1. INTRODUCTION 

 The skeleton pose estimation and 

person detection are the most recently used 

technique for Human Behaviour 

Recognition. In this technique, the 

skeleton data were initially identified, 

including the joint location and the human 

poses were identified with Person 

Detection. This method uses RGB deep 

images captured by Microsoft Kinect 

Sensor as an input images for Behaviour 

Recognition and also it uses OpenPose 

framework to identify Human Poses. To 

further improve the existing system, 

Mediapipe framework is used to detect the 

activity of the Oculus.The main 

contributions of this paper are as follows: 

● An Analysis of Crowd Behaviour 

Model was proposed and applied 

for the Classroom Environment. 

 

● An Error Correction Scheme was 

proposed for Pose Estimation. 
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● Person Detection and Oculus 

Behaviour to decrease the incorrect 

connections. 

 

The feasibility can be achieved and 

performance will be improved. 

2. METHODOLOGY 

 

2.1.Deep learning 

 Deep learning is a machine 

learning and artificial intelligence (AI) 

technique that mimics how humans 

acquire knowledge. Data science, which 

covers statistics and predictive modelling, 

incorporates deep learning as a key 

component. Deep learning is highly useful 

for data scientists who are responsible with 

gathering, analysing, and interpreting 

massive amounts of data; it speeds up and 

simplifies the process. 

 Deep learning can be regarded of 

as a means to automate predictive 

analytics at its most basic level. Deep 

learning algorithms are built in a hierarchy 

of increasing complexity and abstraction, 

unlike typical machine learning 

algorithms, which are linear. 

 The following are some of the 

fields where deep learning is currently 

being used: 

 Medical Investigation: Deep 

learning has begun to be used by 

cancer researchers as a means of 

automatically detecting cancer 

cells. 

 

 Military and Aerospace: Deep 

learning is being used to recognise 

items from satellites in order to 

determine regions of interest and 

safe or risky zones for troops. 

 

 

 Text Generation: Machines are 

taught the grammar and style of a 

piece of writing, and then use this 

model to create an entirely new 

text that matches the original text's 

proper spelling, grammar, and 

style. 

 

 Computer Vision: Deep learning 

has considerably improved 

computer vision, allowing 

computers to detect objects and 

classify, restore, and segment 

images with extraordinary 

accuracy. 

 

2.2.Haar Cascade Algorithm 

 Haar Cascade uses the object 

detection approach to look for faces. A lot 

of positive and negative images are used to 

train the algorithm. Each captured image is 

converted into grayscale (black and white) 

which allows us to get a monochrome 

image hence getting the required area. 

Setting a threshold area value in the 

parameter allows us to ignore smaller 

areas which are not important to us. 

        The Haar Cascade Algorithm takes 

the following 4 conditions into 

consideration: 

                    1. Edges. 

2. Curves. 

3. Surface area. 

4. Corners. 
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2.3. CNN 

 CNNs are powerful image 

processing, artificial intelligence (AI) that 

use deep learning to perform both 

generative and descriptive tasks, often 

using machine vison that includes image 

and video recognition, along with 

recommender systems and natural 

language processing (NLP). 

 A neural network is a system of 

hardware and/or software patterned after 

the operation of neurons in the human 

brain. Traditional neural networks are not 

ideal for image processing and must be fed 

images in reduced-resolution pieces. CNN 

have their “neurons” arranged more like 

those of the frontal lobe, the area 

responsible for processing visual stimuli in 

humans and other animals. The layers of 

neurons are arranged in such a way as to 

cover the entire visual field avoiding the 

piecemeal image processing problem of 

traditional neural networks. 

 A CNN uses a system much like a 

multilayer perceptron that has been 

designed for reduced processing 

requirements. The layers of a CNN consist 

of an input layer, an output layer and a 

hidden layer that includes multiple 

convolutional layers, pooling layers, fully 

connected layers and normalization layers. 

The removal of limitations and increase in 

efficiency for image processing results in a 

system that is far more effective, simpler 

to trains limited for image processing and 

natural language processing. 

3. EXISTING SYSTEM 

 First, Existing System will use 

Recorded Video or Live Classroom 

Camera to capture consecutive frame 

which will be used as an input 

image.Then, Skeleton Data will be 

collected using the OpenPose framework 

and Person Behaviour Data will be 

analysed using Haar Cascade 

Algorithm.The skeleton pose estimation 

and person detection are the most recently 

used technique for Human Behaviour 

Recognition.In this technique, the skeleton 

data were initially identified, including the 

joint location and the human poses were 

identified with Person Detection. 

3.1. Drawbacks 

 However, detecting the Pose 

Estimation and person Detection gives the 

features. But the accuracy of the existing 

system is less. 

 The existing system will not notice 

the eye activity of a person. The person 

may be sleeping without bowing. This 

problem will not be covered. 

 

4. PROPOSED SYSTEM 

 The proposed model (i.e., Oculus 

Behaviour) combined with the existing 

system such as Skeleton Pose Estimation 

and Person Detection to produce the result. 

Skeleton Pose Estimation detects the 

Skeleton Structure of each Person to 

monitor the Sitting, Standing, Hands Up 

and Hands Down activities. 

 Person Detection detects how 

many person are present in the 

environment. 

 Oculus Behaviour detects the eyes 

of a person in the environment to monitor 

the eyeball activities such as Looking 

Right, Looking Left,Looking Straight / 

Listening andCounts the Blink. 

https://www.techtarget.com/searchenterpriseai/definition/image-recognition
https://www.techtarget.com/searchbusinessanalytics/definition/natural-language-processing-NLP
https://www.techtarget.com/whatis/definition/perceptron
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 The following are the procedure for 

the proposed system. 

 First, the System will use Recorded 

Video or Live Classroom Camera 

to capture consecutive frame which 

will be used as an input image. 

 

 Then, Skeleton Data will be 

collected using the Mediapipe 

framework and Person Behaviour 

Data will be analysed. 

 

 The System will analyse the 

Oculus Behaviour such as Activity 

of the Eyelid and Angle of 

Eyeballs using Haar Cascade 

Algorithm. 

 

 Then, Skeleton Data and Oculus 

Behavioural Data will be Pre-

Processed. 

 

 Second, features from Skeleton 

Pose, Person and Oculus Behaviour 

will be extracted to generate 

feature vectors. 

Finally, extracted data will be classified to 

recognize Crowd Behaviours. 

Classification of Actions will be done 

using Deep Neural Network (DNN). 

4.1. Architecture 

 

4.2.Advantages of Proposed System 

 The proposed system will give you 

the exact position of eyes and iris. It 

detects the eyes and iris and give you the 

blink counts and position of the eyes in the 

console. The positions such as Looking 

Left, Looking Right and looking Straight / 

Listening will be shown. This should work 

with the existing system which improves 

the accuracy from 94.5% to 97%. 

 The Precision and Recall value will 

give 10% and 7% higher than the Existing 

System. The result obtained from this 

project will also enhance the performance 

in complex situations. 

 

 

5. IMPLEMENTATION 

 

5.1. Pseudo code 

 

5.1.1. Live Video Capturing / 

Recorded Video 

 

1. Run the GUI. 

2. Choose anyone of the 

Option. 

3. If option == recorded 

video 

4. Browse the Video in 

the storage. 

5. Choose the 

appropriate one. 

6. Else if option == live 

stream 

7. Open the Webcam. 

 

5.1.2. Pose Estimation 

 

1. Capture the Video or 

Upload the Video. 

2. Detect the Humans. 
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3. Draw the Skeleton 

Pose. 

4. If Left or Right Elbow 

Angle is greater than 

40 and Left or Right 

Shoulder Angle is 

greater than 90 

5. Display the Position 

of the Hand. 

6. If Right Knee Angle 

is greater than 145 

and Left Knee Angle 

is greater than 145 

7. Display the Position 

of the Person. 

 

5.1.3. Person Detection 

 

1. Capture the Video or 

Upload the Video. 

2. Detect the Humans. 

3. Draw the Bounding 

Boxes. 

4. If person > 1 

5. Count the number of 

person. 

6. Display the maximum 

count. 

 

5.1.4. Oculus Detection 

 

1. Capture the Video or 

Upload the Video. 

2. Detect the eyes. 

3. Detect the Iris. 

4. Draw the shape of the 

eyes and iris. 

5. If the distance of 

upper eyelid and 

lower eyelid is lower 

than the ratio 

6. Count the Blink as 1 

7. If the position of the 

Iris is less than or 

greater than the ratio 

8. Display the Position 

of the Iris. 

 

5.2.Output 

 

(a). GUI Interface enables you to choose if 

you want the recorded video or live stream 

to be processed with the detection 

 

 

(b). Mediapipe Framework does the 

Skeleton Pose Estimation of Students in 

the Classroom. 
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(c). Haar Cascade and Mediapipe does the 

Person Detection and Eye Detection. 

 

 

(d).Values fetched from the above 

detections are collected and analytical 

graph is plotted. 

 

6. CONCLUSION 

 The proposed system uses the 

detections to get the values and gives the 

analytical graph. The values obtained from 

Pose Estimation is Hands Up, Hands 

Down, Sitting and Standing. The values 

obtained from Person Detection is total 

number of person detected. The values 

obtained from Oculus Behaviour is 

Looking Right, Looking Left, Looking 

Straight / Listening. The system is easy to 

use and no prior experience is needed. By 

using this system, teachers can improve 

their way of teaching to get the attention 

from the students. 
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